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Abstract 1 Introduction

Flaky tests yield different results when executed multiple times
for the same version of the source code. Thus, they provide an
ambiguous signal about the quality of the code and interfere with
the automated assessment of code changes. While a variety of
factors can cause test flakiness, approaches to fix flaky tests are
typically tailored to address specific causes. However, the prevalent
root causes of flaky tests can vary depending on the programming
language, application domain, or size of the software project. Since
manually labeling flaky tests is time-consuming and tedious, this
work proposes an LLMs-as-annotators approach that leverages
intra- and inter-model consistency to label issue reports related to
fixed flakiness issues with the relevant root cause category. This
allows us to gain an overview of prevalent flakiness categories
in the issue reports. We evaluated our labeling approach in the
context of SAP HANA, a large industrial database management
system. Our results suggest that SAP HANA’s tests most commonly
suffer from issues related to concurrency (23%, 130 of 559 analyzed
issue reports). Moreover, our results suggest that different test
types face different flakiness challenges. Therefore, we encourage
future research on flakiness mitigation to consider evaluating the
generalizability of proposed approaches across different test types.
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Flaky tests yield different results when executed multiple times for
the same version of the source code. Thus, flaky tests affect various
aspects of test automation and represent a major problem for indus-
trial software testing [6, 12, 15, 17]. They hinder automatic merging
of code changes, reduce the effectiveness of test prioritization tech-
niques, and erode developers’ trust in test results [6, 10, 12].

Previous research has studied the root causes of flakiness and
proposed strategies to detect and fix flaky tests [5, 7, 9, 11, 14, 21-
23, 29]. Due to the range of potential issues that can cause flakiness,
there seems to be no one-size-fits-all solution that can be applied to
detect or fix all types of flakiness. Therefore, specialized solutions
have emerged that are often tailored to specific root causes of flaki-
ness [8, 21, 35, 41]. Hence, before assessing existing approaches to
fix test flakiness, it is beneficial to know the root causes of flaky
tests. Although previous studies identified prevalent root causes
of flaky failures [22, 29, 36, 37], prior research also suggests that
the root causes of flakiness vary between different programming
languages and types of software [12, 37]. Therefore, results from
previous studies cannot always be generalized to very large soft-
ware projects that pose unique challenges [2, 25].

Therefore, we performed an empirical analysis of flakiness-related
issue reports to gain an overview of the root causes of flaky tests in
the context of SAP HANA. SAP HANA is a large industrial database
management system that serves as the foundation for SAP’s busi-
ness applications [24]. The SAP HANA test suite consists primarily
of two test types: native C++ unit tests and Python-based system
tests that interact with a running database instance via SQL. To
gain insights into differences in flakiness between test types, we
categorized issue reports by affected test type using large language
models (LLMs) as annotators. Based on the labeled issue reports,
we identified CONCURRENCY as the most prevalent root cause of
flakiness in the given dataset, appearing in 130 of 559 issue reports
(23%). Based on a comparison with a manually labeled sample of
n = 50 issue reports, our results indicate that LLMs can enable
large-scale flakiness analyses in industrial contexts. Our investiga-
tion of cases where manual labels do not match those generated
by LLMs shows that some flakiness categories can overlap within
a single test. This finding leads to the conclusion that identifying
root causes of flaky tests is a multi-label task.

In summary, this work provides the following contributions:

(1) The evaluation of an LLM-as-annotators approach for a large-
scale flakiness analysis.

(2) A comparison of the root causes of flakiness between differ-
ent test types in a very large software project.

(3) An overview of how the numbers of flakiness issue reports
evolve over time in a large industrial environment.
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Table 1: Flakiness categories derived from related work.

Category Description

CoNcURRENCY  Test failures due to timing issues, thread handling
problems, deadlocks, or synchronization issues in
multi-threaded or distributed environments [22].

TIMEOUT Tests that exceed time limits, e.g., due to system load
or slow hardware, causing flaky failures [6].

ORACLE- Assumptions about ordering, exact error messages, or

BRITTLENESS non-deterministic checks; lack of robustness against

minor behavioral differences [28].
CONFIGURATION Incorrect or missing configuration parameters that
are not aligned with test expectations [31].
Test failures due to asynchronous waits for external
resources, which are not handled robustly [22].

Async WAIT

IsorLAaTION Inter-test dependencies, e.g., where tests lack proper
cleanup and interfere with other tests, causing cascad-
ing failures [29].

PLATFORM Differences related to processor architecture, compiler
behavior, or alignment issues [9].

APPLICATION Failures due to defects in the tested application [32].

TEST- Issues with testing infrastructure, including test har-

FRAMEWORK nesses, assertion frameworks, or utilities [26, 31, 32].
ERROR- Missing or improper handling of exceptions leading
HANDLING to unexpected behavior [11].

MEMORY- Failures related to improper memory handling, e.g.,
MANAGEMENT  use of uninitialized variables or use-after-free [12, 33].
ENVIRONMENT  Test failures, e.g., due to slow or constrained filesys-

tems, that cause flaky failures [40].
RanDoMIZATION Tests relying on random behavior without determin-
istic sampling, leading to flaky outcomes [9].

NETWORK Transient network errors, connection resets, or flaky
inter-service communication [22].

NUMERIC- Numeric inaccuracies caused by limited floating-point

SEMANTICS precision causing flaky failures [9].

LocALE Timezone differences affecting test expectations [9].

The remainder of this document is structured as follows. We
start by introducing the relevant context in Section 2 and Section 3,
followed by a description of our dataset in Section 4. In Section 5,
we motivate our research questions and the respective methodology
before presenting our results in Section 6. Finally, we discuss our
findings in Section 7 and conclude this work in Section 8.

2 Related Work

In Table 1, we describe the flakiness categories we used to categorize
the issue reports in this work. In the following, we introduce related
work on categorizing flaky tests. Note that we adapted the naming
of the root cause categories to the language used by SAP developers,
as described in the following.

Luo et al. [22] conducted an analysis of flaky tests using 201
flakiness-fixing commits from 51 open-source repositories, mostly
written in Java. Based on the examined commits, they identified
AsyNc wAIT, CONCURRENCY, and ‘test order dependency’ (ISOLATION
in our taxonomy) as the most common root causes for flakiness.
Eck et al. [9] also found that Async wAIT and CONCURRENCY are
the most common root causes based on an analysis of 200 flaky
tests reported in Mozilla’s issue tracker. In addition to Luo et al.
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Description: <test_suite_j> fails FAIL: <test_x>

Root Cause: Ordered results expected, but unordered results pro-
duced.

Symptom: <test_x> fails sporadically.

Resolution: Expect unordered results.

Figure 1: An example issue report.

[22], they identified ‘too restrictive range’ (ORACLE BRITTLENESS)
as the third common category, appearing in 40 of 234 cases (17%).

Romano et al. [36] adopted the methodology introduced by Luo
et al. [22] to gain insights into the flakiness of user interface (UI)
tests. Based on an analysis of commit messages, bug reports, and
code changes for 235 flaky UI tests in 62 open-source projects, they
found AsyNc WAIT to be the most prominent category. However, in
contrast to Luo et al. [22], issues related to the execution environ-
ment and the test runner for Ul tests were the second and third most
common root causes of flakiness. This difference suggests that the
root causes of flakiness vary between test targets, which developers
also reported in existing surveys [9, 12]. Furthermore, results from
a developer survey suggested that software for different domains
may also suffer from distinct root causes of flakiness [12]. Studies on
flakiness in Python or Rust provided additional evidence that some
root causes of flakiness may be specific to certain programming
languages [13, 37]. For example, categories such as UNINITIALIZED
VARIABLES can be particularly relevant for languages with lower-
level memory management, such as C++ [12].

3 Study Context

SAP HANA is a large-scale in-memory database management sys-
tem that has been developed for more than 10 years, consisting of
millions of lines of code [2]. The SAP HANA repository is main-
tained by more than 100 active developers. [2]. Since SAP HANA
commonly serves as the data management backbone of SAP’s en-
terprise software [24], potential software failures can incur high
costs [16]. To prevent such failures, SAP HANA is continuously
and extensively tested.

SAP HANA’s test suite consists of two types of tests: native unit
tests, written in C++, and Python system tests that communicate
with a running database instance via SQL. Typically, unit tests have
“low” execution times of a few seconds, whereas system tests exhibit
“medium to large” execution times up to multiple hours [3]. Devel-
opers consider system tests to be more heavily affected by flakiness
due to their larger scope and lower degree of isolation [6, 29]. Like-
wise, in SAP HANA'’s CI system, test failures trigger three repeated
executions of the failing test to prevent breakages caused by flaky
failures. Thus, flaky failures of system tests are also considered
more costly, as they lead to higher wait times for developers and
require more computational resources due to their increased exe-
cution times. In contrast to the typical testing pyramid, where a
higher number of unit tests builds the foundation of a test suite, SAP
HANA’s developers focus more on system tests, as they provide
valuable information on the system under test. Thus, both types of
test play an important role in testing SAP HANA.
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Figure 2: Histogram showing the number of linked tests per
issue report. Note the logarithmic scale of the y-axis.

4 Dataset

We selected a dataset of 559 issue reports of fixed flaky tests sampled
over a 34-month period between 2023 and 2025. These issue reports
were tagged as related to flakiness and marked “resolved fixed” in
the issue tracker. Each of the issue reports was linked to one or
more tests. Figure 2 shows the distribution of test count per report.
The number of tests per issue report ranges from 1 to 23. The issue
reports were most commonly related to a single test (434 of 559
issue reports, 78%). Since some tests appear in multiple reports, our
study covers 587 unique tests, each labeled either as a system test
or a native unit test. We assigned each issue report to the respective
test type (system test, native unit test, or mixed), yielding 439 issues
related to system tests, 108 to native unit tests, and 12 mixed.

We utilized the following issue fields for this study: Description,
Root cause, Symptom, and Resolution as shown in Figure 1. The
fields for root cause and description are filled out when an issue
report is filed and were filled out in all issue reports. In contrast,
symptoms and resolutions are entered after an issue has been fixed.
The symptom of the issue was available in 95% of the reports and
the resolution was available in 73% of the reports.

5 Research Questions and Methodology

In this section, we introduce the research questions and the method-
ology we used to answer them.

RQ1 What are the prevalent root causes of flaky tests in SAP
HANA issue reports for unit vs. system tests?
RQ2 Can we identify trends or patterns in the root causes of
flaky tests in SAP HANA issue reports?
RQ2.1 How do root causes of flaky tests differ in issue
reports linked to multiple tests?
RQ2.2 How do root causes of flaky tests change over
time?

5.1 RQ1: Root Causes

5.1.1 Motivation. As described in Section 3, previous research
indicates that the most common root causes of flakiness can vary
depending on the type of test [12]. Furthermore, most of the existing
approaches to automatically fix flaky tests are customized to fix
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specific root causes of flakiness [8, 21, 35, 41]; there seems to be
no one-size-fits-all solution readily available. Therefore, before
evaluating potential approaches to fix flakiness in the context of
SAP HANA, our objective was to gain an overview of the root
causes of flakiness. As described in Section 3, both system and
native unit tests play an important role in testing SAP HANA. With
the first research question, our aim is to determine whether there
are differences in the root causes of flakiness between the two test

types.

5.1.2  Approach. To gain an overview of flakiness root causes, we
analyzed issue reports in SAP HANA’s ticket system that are related
to flaky tests. Similar to previous work [37], we focused our analysis
on issue reports where the root cause of flakiness is already known,
i.e., issue reports with the status “resolved fixed”. To analyze issue
reports, our approach combined automated and manual methods.
First, we have manually annotated a subset of 232 tests to establish
a ground truth for estimating the success rate of our automated
approach. This sample size represents the minimum required to
ensure that the resulting estimate lies within a 95% confidence
interval (5% margin of error). Second, given an issue report, we
automatically labeled the affected test(s) linked to the report as
system or native unit tests based on the content of the respective test
file. Comparing with the ground truth that we manually annotated,
we obtained an accuracy of 96%, which we considered sufficient
to proceed with our analysis. Finally, our automated approach
clustered the 587 tests into 464 system tests and 123 C++ tests.

In addition to labeling tests as system tests or native unit tests,
we combined a manual and an automated approach to categorize
the root causes of the issue reports. We manually annotated a
subset of the issue reports in our dataset. For automation, we used
an LLMs-as-annotators approach as shown in Figure 3. Given the
description, root cause, symptom, and resolution of an issue report,
we repeatedly asked three different LLMs five times to “label the
report into one of the following categories” using the categories
described in Section 3. We considered a response from an LLM valid
if it assigns the same category 4 out of 5 times. To obtain the final
label, we performed a majority vote between the valid answers of
the three LLMs (gemini-2.5-pro, gpt-5, claude-4-sonnet). We
used a temperature of 0 for all three models to decrease the non-
determinism of the responses [4, 27]. In an initial examination of
the resulting LLM-generated labels, we found some cases where
two root cause categories overlap. For example, some tests may
only experience timeout issues on a specific platform. To conclude
such cases, we added a code book to the prompt, which specifies
the following cases:

(1) Prefer PLATFORM if the error occurs only in a certain setup.

(2) Prefer Async WAIT over TIMEOUT if the timeout occurs dur-
ing a method call within the test.

(3) Prefer CONCURRENCY over MEMORY MANAGEMENT if memory-
related issues arise due to, e.g., race conditions.

Finally, we quantified model-human and model-model inter-rater
agreements. We first compared the labels of our three models using
Fleiss’ Kappa, a measure of agreement between multiple review-
ers. Thus, we sought to understand the model-model agreement,
which has been shown to correlate positively with human-model
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agreement in prior work [1]. For model-model agreement, we ob-
tained k = 0.78, which represents very good agreement [38]. All
three models exhibit high internal consistency, i.e., provided the
same answers in 4 out of 5 repeated requests in more than 88%
of the cases. This is expected since we set the temperature to 0 to
achieve the best possible determinism in the model responses. For
the majority vote, we observed at least one valid answer for all
issue reports, three valid answers for 438 of 559 reports (78%), and
two valid answers for 545 of 559 reports (97%). In cases where only
two models provided valid answers and the two answers disagreed
(55), we resolved the disagreement through human judgment. To
quantify the model-human agreement in our labeling, we used Co-
hen’s Kappa to compare the majority voting results with human
annotations. We achieved x = 0.63, which represents substantial
agreement [20]. Disagreements between the model and the human
labels were mainly due to issue reports that could be assigned to
multiple categories.

5.2 RQ2: Trends and Patterns

5.2.1 Motivation. Parry et al. [30] coined the term systemic flak-
iness to describe the co-occurrence of flaky failures, i.e., multiple
tests failing flakily at the same time for the same reason. They
identified network issues as a prevalent cause of such systemic
flakiness and pointed out that awareness of co-occurring flakiness
can reduce the cost of fixing flakiness by targeting multiple flaky
tests with a single fix. With our second research question, our aim
is to determine whether the root causes of flakiness differ when
multiple tests are affected. In addition, we want to gain an overview
of how the root causes of flaky tests change over time.

5.2.2  Approach. To investigate these two questions in SAP HANA
issue reports, we analyzed the labeled data from RQ1. In contrast to
Parry et al. [29], who clustered individual tests given their likelihood
of co-occurring failures, we focus on identifying systemic flakiness
on a root cause category level to identify whether certain root
cause categories are more likely to produce co-occurring failures.
We performed two different analyses. First, we investigated the root
causes of issue reports with multiple linked tests (127) to determine
whether there are root cause categories with a higher chance of
affecting multiple tests. Second, we aggregated the number of issue
reports for each root cause category into quarterly intervals to gain
insight into trends and variation in the number of issue reports
across root cause categories over time.

6 Results

In this section, we present our results.

6.1 RQ1: Root Causes

As shown in Table 2, the most common root cause in our dataset is
CONCURRENCY, which appears in 130 of 559 issue reports (23%). This
finding is in line with existing research that identified concurrency
as a major cause of test flakiness [18, 22, 39]. Comparing test types,
we observe that more than one out of three issue reports for native
unit tests is related to concurrency (39%). However, for system tests,
this proportion is considerably lower (19%). Instead, system tests
appear to suffer more from timeout-related issues (18% of issue
reports) than native unit tests (7%). This can be explained by an
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Figure 3: Our bug report labeling approach.

Table 2: Flakiness root causes per test type in our sample of
issue reports (n = 559).

Root Cause System Unit Mixed Total

CONCURRENCY 85 (19%) 42 (39%) 3 (25%) 130 (23%)

TIMEOUT 77 (18%) 8 (7% 2 (17%) 87 (16%)
ORACLE- 49 (11%) 7 (6% 1 (8% 57 (10%)
BRITTLENESS

CONFIGURATION 49 (11%) 6 (5% 1 (8%) 55 (10%)
Async WAIT 42 (10%) 2 (2%) 1 (8%) 52 (9%)
ISOLATION 28 (6%) 13 (12%) 2 (17%) 43 (8%)
PLATFORM 25 (4%) 13 (12%) 1 (8% 39 (7%)
APPLICATION 35 (8%) 1 (1% 0 (0% 36 (6%)
TEST- 12 (3%) 5 (5%) 0 (0%) 17 (3%)
FRAMEWORK

ERROR- 14 (3%) 1 (1%) 1 (8%) 16 (3%)
HANDLING

MEMORY- 9 (2%) 4 (4% 0 (0%) 13 (2%)
MANAGEMENT

ENVIRONMENT 9 (2%) 2 2% 0 (0%) 11 (2%)
RanpomizaTioN 1 (0%) 3 (3% 0 (0%) 4 (1%)
NETWORK 3 (1%) 0 (0% 0 (0%) 3 (0%)
UNKNOWN 0 (0%) 2 2% 0 (0%) 2 (0%)
NUMERICAL- 1 (0%) 0 (0% 0 (0%) 1 (0%)
IMPRECISION

LocALE 1 (0%) 0 (0% 0 (0%) 1 (0%)
Total 439 (100%) 108 (100%) 12 (100%) 559 (100%)

architectural difference in SAP HANA’s test framework. The exe-
cution of native unit tests is globally canceled after one hour, with
none of the native unit tests usually running for close to one hour.
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In contrast, the system tests were formerly assigned a dedicated per-
test-timeout by developers, which was close to the test’s average
execution time. This architectural difference was harmonized at the
beginning of 2024 [6], which represents approximately half of the
time interval in our study. Looking at the data after harmonization,
we find that the proportion of timeout-related issues for system
and native unit tests is similar.

Furthermore, while ORACLE BRITTLENESS and CONFIGURATION
appear as common categories for system tests, native unit tests tend
to suffer more from flakiness caused by IsoLaTION and PLATFORM.
These findings seem intuitive. Since system tests require a running
database, their result may be influenced by sophisticated configu-
ration settings of this database instance. Based on an analysis of
issue reports related to ORACLE BRITTLENESS of system tests, we
observe that missing ORDER BY statements or brittle exact string
comparisons are common problems.

In contrast, native unit tests are commonly used for testing low-
level functionality, which can depend on specific features of the
executing platform such as Non Uniform Memory Access (NUMA)
support, thus explaining the high number of Platform flakiness.

Answer RQ1 (Root causes): CONCURRENCY is the most com-
mon root cause of flakiness for both test types in the given
dataset, appearing in 130 of 559 cases (23%). Regarding differ-
ences between test types, system tests suffer from TIMEOUTS
in 18% of the reports and ORACLE BRITTLENESS in 11% of issue
reports. In contrast, native unit tests suffer more commonly
from PLATFORM (12%) and ISOLATION (12%).

6.2 RQ2: Trends and Patterns

With our second research question, we aim to quantify trends and
patterns of root cause categories for SAP HANA’s flaky tests. To
achieve this, we first analyzed 127 issue reports related to more
than one test. Of these 127 issue reports, 94 were related to Python
tests, 21 to native unit tests, and the remaining 12 depict mixed
reports linked with both Python and native unit tests.

Figure 4 shows the number of issue reports per root cause cate-
gory for reports with multiple tests. Figure 4 shows that CoNCcUR-
RENCY remains the most common root cause category for both test
types, being present in 45 of 127 reports (35%). Relative to issue
reports concerning only one test, we observe frequent occurrences
of Platform flakiness. In fact, the proportion of reports related to
PLATFORM rises from 7% to 13%. In contrast, the proportion of Ora-
cle Brittleness drops from 10% to 6%. The relevance of issues related
to CONFIGURATION remains at 10%.

Figure 5 displays the number of issue reports, aggregated per
category per quarter of the year. To emphasize the variations within
issue reports of a category over time, we min-max-normalized the
issue report counts within each category. Overall, we observe that
common root cause categories such as CONCURRENCY or ORACLE
BRITTLENESS exhibit comparatively constant rates of related issue
reports throughout the examined time interval. For example, while
the number of issue reports related to CONCURRENCY ranges be-
tween 3 and 16 per quarter, we observe more than 10 reports per
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Figure 4: Barplot showing the number of issue reports per
category per test type. Includes only issue reports with more
than a single linked test (n=127).

quarter in 9 out of 11 quarters. The pattern for ORACLE BRITTLE-
NESs appears similar, but on a lower scale. Ranging between 1 and
8 reports per quarter throughout the examined time interval, there
were 5 or more reports per quarter in 7 of 11 quarters. Examin-
ing the number of issue reports related to TIMEOUT, we observe a
sharp drop after the architectural change towards a global timeout
value, which confirms our expectations described in Section 6.1.
Aside from TIMEOUT, the most noticeable leap can be observed for
Async WATIT. Although typically ranging between 1 and 6 reports
per quarter, this number rises by a factor of 2.2 for 2024-Q2 (13
issue reports).

Answer RQ2 (Trends): For issue reports related to multiple
tests, CONCURRENCY remains the most common root cause
category in the given dataset. Relative to issue reports con-
cerning only one test, the proportion of reports related to
PraTrorM flakiness rose from 7% to 12%. Over time, the most
noticeable rise in issue reports in a quarter was for Async
waAIT, which rose by a factor of 2.2 compared to the other
quarters. CONCURRENCY and ORACLE BRITTLENESS showed a
rather constant rate of reported issues. The rate of TIMEOUT
related issues dropped notably after an intervention.

7 Discussion

On LLMs as annotators. In accordance with previous work on the
use of LLMs as annotators [1], we found both the resulting inter-
model reliability, the human-model reliability, and the intra-model
consistency helpful for signaling the reliability of the resulting la-
bels. Overall, we consider the efficiency gains from LLM-generated
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Figure 5: Heatmap showing the number of issue reports per category per quarter. Values are min-max-normalized within
each category; absolute values are shown in parentheses. Note that some categories (rows) show high numbers throughout the

period while others show more concentrated failure numbers.

labels helpful, as they enable a broad understanding of relevant
root causes for flakiness at scale with reasonable effort.

On root cause labeling. As mentioned in Section 5, we added a
code book to align LLM labels with human labels, increasing the
reliability of the human-model from 0.50 to 0.63. As mentioned
in Section 5, the instructions in our code book addressed mainly
cases where flaky failures were caused by multiple contributing
factors rather than an isolated cause that could be pinpointed. For
example, a test might only face timeout issues on a specific platform,
or race conditions might only occur when certain environmental
conditions are met. Such co-occurrences of different influencing
factors can cause complex reproductions of flaky failures, which
have been reported as a major problem of flakiness in previous
work [9, 19]. This overlap of different categories of flakiness root
causes has also complicated prior work on automated flakiness
categorization [34]. Future work could examine the idea that root-
causing flaky tests is a multi-label problem, in which flaky failures
result from a combination of contributing factors.

On the resulting root causes. Based on the labels given by the
LLMs, we identified Concurrency as the most common root cause
in the given dataset. This result seems intuitive, since compared to
other software projects, SAP HANA is highly dependent on paral-
lelization within the product code as well as for testing. Regarding
the generalizability of our results, it is important to note that the
ticket system from which our issue reports are drawn is primarily
used by developers. As a result, global issues related to the test in-
frastructure are likely underrepresented in our dataset, as problems
that developers can address are typically reported.

8 Conclusions

In this study, we empirically analyzed issue reports related to flaki-
ness in the context of SAP HANA. To gain an overview of prevalent
root causes of flakiness in that context, we explored an LLMs as
annotators approach to divide issue reports into different root cause
categories derived from previous work. Based on a comparison
with a manually labeled sample, our results suggest that LLMs
exhibit reasonable human-model alignment when automatically
categorizing issue reports related to flakiness.

As previous research has suggested that the root causes of flaki-
ness are context-dependent, we analyzed the root causes for unit
and system tests separately. Our analysis reveals that both test types
are primarily affected by CONCURRENCY issues, including race con-
ditions and improper thread handling. Regarding the differences
between the tests, our results indicate that SAP HANA’s system
tests tend to experience flaky failures due to ORACLE BRITTLENESS,
caused by improper use of ORDER BY or brittle exact string matching.
In contrast, unit tests are more susceptible to PLATFORM-specific
details, such as compiler differences.

We encourage future work to elaborate on the idea of flakiness
root causes as a multi-label problem. Instead of pinpointing flaki-
ness down to a single root cause, it is valuable to gain more insights
into interdependencies that cause flakiness. We believe that, espe-
cially in the context of large-scale software projects, identifying
common problems caused by such interdependencies can help build
future tooling to detect and fix flaky tests or flaky test executions.
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